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1 Introduction

With the advent of distributed infrastructures, the Cloud computing paradigm is progressively mo-
ving towards a full continuum from IoT devices and sensors to the centralized Cloud, with Edge (edge
of the network) and Fog computing (core network) in between [1]]. Simultaneously, distributed appli-
cations also evolve. Urgent computing tackles services that require time-critical decisions that improve
quality of life, monitor civil infrastructures, respond to natural disasters and extreme events, and acce-
lerate science (e.g., autonomous cars, disaster response, precision medicine, etc.). These services are
typically sensitive to latency and response time [2].

In this internship, we consider to increase the resiliency of IoT-to-Cloud scenarios by managing the
data associated with services. First, these services are often being under the constraints to move data
from the edge of the network to the Cloud [3]]. Second, these services and applications require system
support to program reactions that occur at runtime, especially when the target infrastructure capacities
and capabilities are unknown during the design [12].

This internship focuses on data movement support for the management on databases and event stores
distributed across the Edge-Cloud Computing continuum. The location (which physical server) and the
execution parameters (which software configuration) have significant effect on the performance of ap-
plications.

2 Expected work

Data movement or live data migration is a way for providers to optimize the usage of their com-
puting infrastructure and to permit their users to enjoy low-latency in geo-distributed contexts without
downtime. Numerous approaches have considered migrations at the virtual machine level [[7], the contai-
ner level [11]], or the tenant level [14]]. However these approaches’ level of granularities are often too
high as the whole data of a given module or tenant is moved amongst devices while the target user data
can be a subset of the hosted data. To address these problems, main SaaS providers often use instead live
migrations at the shard level [6}4}9,[5]. This shard migration approach is also supported by large scale
proprietary database providers such as MongoDB [[10], Google Spanner [3].

In this work, we want the candidate to study the effects of data placement and data migration on
latency, as the migrations provoke overheads during the operations [[13]]. In this context, the candidate



will be in charge of evaluating the effects of placement and live data migrations on a software stack com-
posed of the IoT platform SiteWhere and geo-distributed IoT devices. The SiteWhere platform’s goal
is to facilitate the ingestion, storage, processing and integration of IoT device data at a large scale [8].
Its architecture is microservice-based and makes usage of the Kubernetes container orchestrator and the
Istio service mesh. Its data layer modules include the Postgresql relational database, the InfluxDB time
series database, and the Kafka data event store, those being the target of the live data migrations.

The main challenge consists in evaluating the different outcomes of the system based on data place-
ment, live data migrations, and deducing management policies based on their impact.

The objectives of this internship are :

— a state-of-the-art to assess the concepts associated to the computing continuum and data-driven
analytics

— experiment live-migrations techniques for the target data layer modules. These techniques can
imply the development of scripts or the usage of synchronization tools such as MirrorMaker for
Kafka

— evaluating the model on a real-platform using a realistic micro-service application

In this modeling and evaluation tasks, consideration of metrics relative to latency, quality of service,
and throughput during the lifecycle of an urgent application is of particular importance.

We expect the successful candidate to create repeatable processes and artifacts that will be used
at scale to develop and evolve edge computing designs. Experiments and validation will occur on FIT
IoT—LabEI and Grid’SOOOEL the biggest share network dedicated to research in Computer Science.

Note that if satisfactory, the successful candidate will probably have an opportunity to start a Ph.D.
thesis after the internship.

3 Skills

The following skills are expected from the successful candidate :

— a student in the last year of a Master’s degree in Computer Science (or in the last year of an
engineering school with a computer science option);

— knowledge of the Python programming language and also preferably low-level languages such as
Rust, C or C++

— knowledge of the Kubernetes platform

— knowledge or interest in learning the usage of event stores and databases such as Kafka, InfluxDB,
Postgres

— Basics in probability and statistic
— a good level of English to contribute to the writing of a research paper;
— an ability to collaborate and communicate ;

— curiosity and an appetite for learning new things.

4 Additional information

Advisors
— |Guillaume Rosinosky, Inria, IMT Atlantique guillaume.rosinosky @inria.fr

— Daniel Balouek-Thomert, Inria, IMT Atlantique daniel.balouek @inria.fr

1. https://www.iot-1lab.info/
2. https://www.grid5000.fr/w/Grid5000:Home
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